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Ho Tu Bao (7h—Y—/\7")

YEAR EDUCATION

1987 ‘ Bachelor in Applied Mathematics, Hanoi Univ. of Technology
1984 ‘ Master in Computer Science (Al), University Paris 6, France
1987 ‘ PhD in Computer Science (Al), University Paris 6, France

YEAR INSTITUTION

1991 | Associate Professor, Vietham Academy of Science & Technology
1993 | Visiting Associate Professor, Information Science (JAIST)

1998 | Professor, Knowledge Science (JAIST)

PROFESSIONAL ACTIVITIES
Chair of Steering Committee of Pacific-Asia Knowledge Discovery & Data Mining (PAKDD)

Chair of Steering Committee of Asia Conference on Machine Learning (ACML)
Chair of Steering Committee of IEEE RIVF Conference on ICT (IEEE RIVF)

Member of Steering Committee of Pacific Rim Inter. Conf. on Artificial Intelligence (PRICAI)

Member of Editorial Boards of several International Journals (5)
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Machine learning and Data Mining

F—RAIAZTOEMW : ;2
KEBBF—ZH SRAT DI g
ERABABERRETHL. ;55"" U

inding knowledge in large  fifity (4§

datasets

Predicting Quality
Outcomes Through
Data Mining

ery
arly 45 percent, thanks to
y

(from Eric Xing, Stanford University)

BHuEEelE, ABNFfr*E9I%
KOIC. BHWICFBeeh=E 1=
B3 ELEE2BNE T HHESDE.

6 % Make computers with learning
s — 3 ability as human
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Finding Knowledge from Data

Y— bk INR Ay 53 HT (IBM) m Identify which genes cause a
Super market data given disease.
’ FMEDEEBEDRRAEGDELFZE
RET 5.
r;?&;?gQgéggé};?éirﬁ;ﬁ%,tzoée;gi% m Mining risks in financial market
ZARY and investment.

ERIHIGPIREICHITHIRY
ENXA=2TF 5.

m Mining opinions about society.

HRICEATEIAE=FT7A

| [N

—L

=209 %.
m Retrieve documents by topics
(R BEER) BT OZESIRIICTHEEN=-BE but not keywords.
MOWTIZBSFADEE—IILZEBALTUV: FEYYIZ LB ERE

> SEDOEHIZENT ZEDTEHEE.
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Machine Learning and Data Mining at Knowledge Science

4 Human and
machine
create and use Servi ce
knowledge in
N its diversity Systems Knowledge
Knowledge ’

Social Knowle_dge >R A
Knowledge Media )

Machine support
people to create
and use
knowledge

Human'’s ability
to create and
use knowledge

Knowledge science is science of
creating and using knowledge
by human and by machine
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Three emerging IT technologie

Big Data are data sets that are

too large and complex that
cannot be well managed and analyzed
with conventional IT techniques.

Eysr—gedBEX po EE
F—RATNETOITHMTCRHEES
BMAREET—20ES

W |y Smart
L 4 devices
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How can Big Data bring

Creating Knowledge,
Supporting Human Activities

wn
0
o -
2 Business Process Human Centric
Q Innovation
o
Q e ;
E‘ Hele a7l Network Centric
il Improvement PSS RPN
3 y"/ e
Computer ‘ P
Centric Network b

gt Gy, "!‘ﬂn“

Ax *Internet - Ubiquities terminals - Cloud computing
EPG *Mobile network +Sensor technology
1990 2000 2010 2020

Source: Fujitsu

. ANALYTICS DATA
MINING LEARNING
. . .. SPATIAL
Machine learning and data mining are the ﬁ \ [ ANALYSIS /]
key technologies for analyzing Big Data — ( Data Cleaning
MANAGEMENT | MANAGEMENT Data Storage
B ET—3NA 7R EYTF—& ﬁ L Camping
— o) — -~ s ~
ﬁg$ﬁ L- t T a> # 7 7 / D ~ DATA EXTRACT [ Semi-structured/un-structure data extraction ]
SOURCES \ Y,

ACCESS

)

/’

VISUALIZATION

[ Tag cloud Clustergram Spatial information flow

]

)

| STATISTICS

NETWORK
MACHINE

Distributed File
System
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Research directions

Scientific d'at mining
EF-EYF-YEF-EF-
BEREFOT 2N
HERDITS

(e.g., Amazon, Seven-Eleven stores)

Text & Web mining
REDTHFRAMT—4H
PO ITR—=IUMBEI

xA2TS

L]

Basic research

T—RAIAZT DELUVEBEITN T B HER
HEGEGB—RIVFEE FBUMOFE M, A5
FT—R ) IrAVE1—T4 T E)
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Research directions in more details

Automate the
understanding of the text
meaning in huge corpora
(topic modeling)

KFREI—/NRADTF

Methods of sparse modeling,
dimensionality reduction, graphical
models ... for Big Data
ARIN—RETIYT, RtER, 5
TAAIWVETILEDEYT T—EFE.

OUR TARGET

ANHNBEFEDOBHHE. Text & Web

mining

Scientific
data
mining

¥k i)

Basic research

Establish models

K ] - F 2 .
&% and computing

methods in life
science
(biomedicine) and
materials science

B EYES)-
MEEELTIZEIT
HETILOEEFE
DFEL.

m Make breakthrough in machine learning and data mining research.
BRPEEET —ARA=U T DBICBIT5T LA ORI —FRITE.

m To promote data science in knowledge science.
T—3RAZV T MEREDY—ILETHI L.
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Scientific breakthroughs

m Life science, biomedicine
(SA7HAI R ENES)
2 Genomics medicine

(T2 OAERE)

Combine clinical medicine with

SHIFTIN
MEDICINE
RESEARCH

,,,,,

Molecular medicine is essentially based on learning

molecular biology. fom omics gata

= Big data for promotion of life
innovation: Exploiting electronic

medical records (EMRs)
EF NI T (EMRs)DERIF .

m Materials genome initiative

> Contribution to shorten the
materials development cycle
from its current 10-20 years to

2 O r 3 yea rS Discovery : ; , s ; ; : Deployment*
*j*SI_ F*ﬁ % a) .|j- ,r 7 )L E 10 1% L‘: 3— % Development Op?tgr?ﬁze:t?‘on D:gisgtzr;rsm Certification  Manufacturing

Integration * Includes Sustainment and Recovery
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Analysis of Co-creation of Optimization

customers service value of service
data, behavior, opinion, transparency to information,  sources, simulation-based
satisfaction, etc. dialogs and risk analysis  data mining, data assimilation

707 1 =)L, RBDEV, BEY—ANKE Y31
BR, BRELE DR Is ' L—Y 3> R—AF—%&
- RAZY, F—2RE

bommnmmsmosoosooeooe s Big Data S e e i,

Key word: Customer Relationship Management (CRM)
F——R: BEEBAREE(CRM)

I
I
! Analysis of customer profile Offering the access, |ntegrating heterogeneous
I
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0>k Projects

n BIEMBEFEREEC) 7/ LBEREFEOHE
B (2004-2007)

s COEMEBIZIZE D BERMDENE & Eik
(2003-2008)

n [SHEMEBERET—AIAIA VT DOMEIZK 5 | HBBSHTMKL (2D) | L2
== = . h I pE Y ] — -
BENORREH - HEMT T 0—F (2005-2007) R T pmmom ;‘

n BSTHRBERHECOMRRERY A = J s & ~_ [
B EIEHR S DESZHHROH R (2009-2012) D

= REFRELRHRE B) [SBHERFENSOT— ErT gl
84U FHIZ & B AHBDORER i ————
(2004-2007) e | | BEsHcssmRo I

. 2 SiRNA (3¢)

s HEHEREBHIRE) (HE T4 OEHO% Ol

HRIHEFL] (2007-2010) ERTERT.
;;ugzﬂf'ﬁmg(la-c)v BT — 51 (20)

s REEHREEBRAREB) (E7I70—FICL5HF E 58 L7 —SED g 7

ROFE - ARICET 2 5 FHEORHA] ERRORR AR

(2011-2014). =5 WREEESE
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Work ]I"I on genomlc medicine

; \ i
k\' 7 SHIFT IN MEDICINE
| RESEARCH

How machine
learning and
data mining
creates new

knowledge
about biological
mechanisms of
life?

EDF T
FEPT—EY
A= (& dn
D EYFRIS
g Y E%*%*%':OL\—C

Molecular biology knowledge and omics dai\zi‘--.._ k i : %ﬁ T:U ﬂ] Eﬁﬁ%%“
are playing essential role in medical research (biomedicine). é:thﬁ“—égé
N FEMZEDE R PomicsT —AEIEEMRICEVNTEIE LT AR THS A5/ 2
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RNA interference (RNAi

RISZ protein
cormponsents

_______‘__"‘—" Target mRMNMA
— cleavage

s TP g =t mF R

Fire, A., Mello, C.,
Nobel Prize 2006

= RNAi (siRNA and miRNA) is post-
transcriptional gene silencing
(PTGS) mechanism.

RNAi X Bz B & 18 1= T HI H| 48 (PTGS)
THhD.

m Chemically synthesized siRNAs can
mimic the native siRNAs produced
by RNAi but having different ability.

BZM A B L =siRNAIZRNAIA &
BT D AR DsiRANICEHLLT B 5,
CERBBEEDLZEE D.

= Problem: Selection of potent siRNAs
for silencing hepatitis viruses?

R TR IVAINAZIHTDEL
75 siRNADIEE.
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Medical tacit knowledge sources

Electronic medical record (EMR) is a
computerized medical record created in
an organization that delivers care >
Promotion of life innovation.

EFAHILT(EMR) & IFBBIC K

R—> 3> OEE

Big Data
Appliance

Exadata Exalytics

EMRIDoctiimentationiStylel

8
ACQUIRE ORGANIZE ANALYZE
(NOSQL + HDFS) (Oracle DB) (Analytics Tools)

How to convert such tacit
knowledge into explicit

knowledge
— H5" BRIV ERICC DK S AR
HIZERTDIEE?

Connectyremotely,via,yoursiBhone, %
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Fully sparse topic model

FSTM

Learning time (s)
P
192

N K
D
How fast can the models learn?
10 AP 10 KOS x10" gro
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How fast can the models infer?

Inference time (s)
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Grolier
2000

1500

1000

Inference time (s)

3
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*,

=}

Number of topics

0 50 100
Number of topics

Sparse model vs. Dense model

= Topic modeling is the key approach to automate

the text meaning (idea: a topic is a set of words
with a probability distribution, and a document is
mixtures of latent topics).

Our sparse topic model allows dealing with
big text data (millions documents and thousands
topics) that current dense topic models cannot do

(reducing the storage from 23.3 Gb to 33.3 Mb
for 350,000 documents).

#topics: thousand & hundreds

Inference time

Sparse topic
representation

Sparse document
representation

Storage

Linear vs. non linear

100 times smaller

350 times smaller
700 times smaller
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Toward data science

K112: #5TF A, Introductory Statistics (1-1)
K417: &N:5 5155/, Knowledge Discovery Methodology (2-1)
K619: R T—2HT4F:H, Modern Multivariate Data Analysis

(T1) Data science
methods for

knowledge By
7 i3

; creation and
(T3) Big data creativity.
and data mining
methods for
materials
informatics and :
biomedicine \ (T2) Big data

methods for value
co-creation in l]‘ jﬁ

\ service science

(TH) =0

m + all II II'- II"- II"'|I - )
“ Ptﬁ’ I%ﬁ
| VR o
Data Scientist: The Sexiest Job [, e N p?bgdgtd — as

of the 21st Century et minng

(Harvard Business Review, October 2012)

|
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Topics of master students

hlame: Pe=te \ hHE SR LA mEREE L T e CommunitvD AT EDIREE (2002)
. m %Eﬂé%%%ﬂﬁ#ﬁﬁ ZHE —H T SEEEEER U o EERET O e T A4S BEEE| 5 — 4 T AR T~ O T Lew - 2R G (2002
LR oot BEE oRERE o rs 2 YL s EEoms B RS D AT G FaRE 3R AL AR L2000
(2000 b E’Etch—Lsar:nirLg SafOrmanizing Map L dUZ LB T T
W 5 PR E L L A 25 ARG ELE (2000) AL ARt L (2003)
o % T~ FRE(LEREAIBITECH S| SR 5 2000 HiE #3 BT 177 ESherm T LU Z LR 2006
SR LR DA P LT VX LKFODIRE - FRET DUt T ~0  [Naven Duc Dung Using Prior Krowledze in Auls Induction (2003)
JLFTFIRENE G00 FHEAT = 1Tl — SO L EEE
STk g5y Sbl?; gé&?ﬁﬁé‘%ﬂuéjﬂﬂﬁfﬁﬁb ZAULAT LT UT L PE D e o s oo J
s bRk SEEE T — 2 — 2SRRI ST S RFREE 2o0) At B Fuezy Suppert Vector Mechine i (CEAT28FEE pond)
S+ B2r USRI OEACHITAAEIEEE BT SREEETLOUT Act AT HEAGHE AL VT AT — 2R e BT - R AER L Lo SR ©o)
LOFFECOD ; o =T At VRO 5 SRR e 0 | SR E R (R T BT 005
FHEIL—IL == F BT E T EMRRT LU LI T ST - = ——
#R Bz 2002) hEE EE LR BRI AL oSS LOHE O R SR (nee)

Currently 6 PhD students
and 3 master students
(12 PhD and 35 masters
graduated).
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F&:cmly, n NEC , T'ie studied |mowledge (From letter of Fujikawa-san,
dbot 1T fechnology , business wanner, graduated in March 2001,
methode o express opinions  and debatfe working at NEC)
i?'hr feachers euwphasize the impor tance of
English skill. I heard that they cant be
mea"h:-d in IBM i+ H‘Ie.;,r Jm-ue low TOEIC
scores. Many  Jopanese companies  including
NEC fellow i, I shall brush Lp Py
English kil 1o werk abread. I+ 1 hawe
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